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Suppose S; for © = 0,..., N denotes time series data which we believe behaves like
geometric Brownian motion. Then estimates for the parameters ¢ and o can be obtained in
the following way.

Consider the log-returns
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Then the estimates for ¢ and pu are given by
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1. Generate a large number of sample geometric Brownian paths with fixed p and o. For
each, compute the estimates ¢ and ji.

(a) Draw a histogram (command hist) for the values for the distribution of & and /.

(b) Tt is known that the variance of the estimate for o is approximately
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Does your statistics from part (a) reproduce this result?

(c) What is the variance of 7 Is it large or small?



2. Modify your code in such a way that the number of points on the geometric Brownian
path is N = 2¥ +1 so that the number of log-returns is a power of two. Now repeat the
estimation of ¢ for a single geometric path over large time steps of length 2¢ At where
1=0,...,k—1and At is the time step of the original geometric Brownian path. Plot
the & vs. the log of the number of sample points (semilogx).

How does this result change if

(a) you add Gaussian noise to the geometric Brownian motion;

(b) you add a high frequency periodic perturbation?

3. Perform a QQ-plot vs. the normal distribution for each of the three cases considered
above.

4. Plot the autocorrelation function for each of the three cases considered above.



