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1. Implement an adaptive Runge-Kutta method using the embedded Prince-Dormand
pair of order 4,5 with coefficient table
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where

ki = f(tn +aih,y, +h(baki+ -+ b1 ki1))
fore=1,...,7, and

Y1 =Yn +h(crki+-+crkr),
gn+1:yn+h(51kl++57k7)

The solver should take arguments of the form

[y,t] = ode_rk54 (’f’, [tO,t1], yO, tol, Nmax)



where f is the function f(t,y) on the right hand side of the differential equation,
t0 is the initial time, t1 is the final time, yO the initial condition, tol the local
error tolerance and Nmax the maximum number of steps. The return valus [y,t]
are the matrix of solution values (y,,...,y,) and the row vector of evaluation times
(to,...,tn), respectively.

Test your method with the van der Pol equation

=y,
y=p(l-a*)y—=,
with initial data x(0) = 2 and y(0) = 0, and p = 10.

. Modify your code for the implicit BDF4 solver to use Broyden’s method rather than
simple iteration to solve the system of nonlinear equations that arises at each time
step.

Recall that Broyden’s method for iteratively solving f(x) = 0 constructs—in addi-
tion to the sequence xy that (hopefully) converges to the solution x—a sequence of
approximate Jacobians of f via

By Az, = —f(xy) ,
Tpi1 = T + Azy,
Afy = f(@pr1) — fl@r),
(Af, — B, Azy) Azl
Azl Axy, '

Bii1 = By +

Test your code with the van der Pol equation. How large time steps can you take in the
initial part of the computation? How should your initialize your multi-step method?



