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ABSTRACT. It has long been known that the excitation of fast motion in certain
two-scale dynamical systems is linked to the singularity structure in complex
time of the slow variables. We demonstrate, in the context of a fast harmonic
oscillator forced by one component of the Lorenz 1963 model, that this prin-
ciple can be used to construct time-discrete surrogate models by numerically
extracting approximate locations and residues of complex poles via Adaptive
Antoulas–Andersen (AAA) rational interpolation and feeding this information
into the known “connection formula” to compute the resulting fast amplitude.
Despite small but nonnegligible local errors, the surrogate model maintains
excellent accuracy over very long times. In addition, we observe that the
long-time behavior of fast energy offers a continuous-time analog of Gottwald
and Melbourne’s 2004 “0–1 test for chaos” – the asymptotic growth rate of
the energy in the oscillator can discern whether or not the forcing function is
chaotic.

1. Introduction

Two-scale dynamical systems often possess adiabatic invariants, such as the en-
ergy in the fast subsystem, which are preserved over long periods of time [25].
Typical examples are the spring pendulum with a stiff spring, or balance in geo-
physical fluid flow [37, 23]. Here, we aim to model and quantify the residual transfer
of energy in and out of the fast subsystem using information on only the slow com-
ponents of the dynamics.

The slow subsystem can often be constructed as a divergent asymptotic series
in the scale separation parameter [40] but it is rarely an exact invariant of the full
system [13, 14, 22]. Optimal truncation of the asymptotic series, however, typi-
cally yields exponentially small exchange of energy over exponentially long times
[8, 26, 27, 31]. Careful asymptotic analysis in the context of low-dimensional mod-
eels reveals that the exchange of energy between slow and fast subsystems can be
linked to the presence of complex-time singularities in the slow components and
explicit expressions for the transfer amplitude can be derived [9, 35, 36, 38]. The
interpretation of the transfer process as a Stokes phenomenon [6, 28] classifies it as
a time-discrete phenomenon in an asymptotic sense.

We take a new look at this old problem from the following angle: (i) What
can we say about the statistical behavior of the fast compartment when the slow
motion is chaotic, and (ii) can we use this knowledge to construct a surrogate
model that operates purely on the slow time scale? We answer these questions
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in one of the simplest possible proof-of-concept settings: a single fast harmonic oscillator driven by one of the components of Lorenz’s 1963 model. We do not consider any feedback from the oscillator onto the Lorenz dynamics but rather consider the Lorenz system as a generator for a quasi-random sequence of complex-time singularities. This is the simplest configuration in which we can study these questions without being encumbered by the details of the model as would be the case for models of intermediate complexity or in infinite dimensions.

Our first observation is that the dynamics of the fast amplitude is extremely well approximated by a random walk that approaches Brownian motion in a long-time scaling when the Lorenz dynamics is chaotic and appears quasi-periodic when the Lorenz dynamics is in a periodic regime, a dichotomy which is the continuous-time analog of the “0–1 test for chaos” of Gottwald and Melbourne [15, 17]. A related dichotomy in a continuous-time dynamical system was observed by Alvarez-Socorro et al. [2] in the context of studying a pinning-depinning transition in front propagation.

Our second finding is that the full dynamics can be replicated extremely accurately, path-wise, by a surrogate model where the necessary information on the transition amplitudes is extracted from the slow motion by applying rational interpolation to the numerical trajectory and using the resulting approximate complex-time poles as input to the “connection formula” which describes the jump in fast amplitude across a Stokes line. Therefore, the surrogate model takes the form of a discrete walk in the complex plane for the complex amplitude of the fast motion. As such, the evolution of the modulus of the fast amplitude depends on the relative phase of each additional step, which is essentially, but not entirely, uncorrelated between subsequent steps. Thus, stochastic surrogate models can be constructed by randomizing the choice of phase.

Our main tool is the Adaptive Antoulas–Anderson (“AAA”) algorithm for rational interpolation, introduced by Nakatsukasa et al. [24], which provides us with a robust estimator for the location of the complex-time poles and their residues of the slow dynamics.

This paper is structured as follows. In Section 2, we review the asymptotic theory for high-order fast-slow splitting of the forced oscillator. This can be done in many ways; our presentation is in a form that easily generalizes to more complicated situations. Section 3 is a review of the derivation of the connection formula via matched asymptotics. Again, this material is classical, but we provide details for the convenience of the reader and, in particular, point out that the dynamics of the fast amplitude can be written as a discrete walk in the complex plane. Section 4 introduces the full coupled system. By direct numerical simulation, we observe that the solution in the fast phase space performs approximately a discrete random walk. We link this observation to the 0–1 test for chaos. Section 5 gives an overview of rational interpolation and, specifically, the AAA algorithm. We then test the accuracy of the AAA approximation in conjunction with the asymptotic connection formula. In Section 6, we introduce the surrogate model, replacing the fast components of the coupled system with the AAA-estimator coupled with the connection formula. Section 7 looks at phase randomization for the complex transition amplitude to account for the inherent uncertainty in knowing precise phase information. The paper concludes with a brief discussion and outlook.
2. The slow expansion

We consider a fast harmonic oscillator with a forcing function \( g(t) \) that varies slowly relative to the period of oscillation,

\[
\varepsilon^2 \ddot{q}(t) + q(t) = g(t),
\]

with \( \varepsilon \) a small parameter. The solution can be written as the linear combination of the general solution to the homogeneous equation, which is spanned by \( \exp(\pm it/\varepsilon) \), and a particular solution to the inhomogeneous problem. Let us assume that the particular solution can be written as an asymptotic series in \( \varepsilon \). To leading order, the position simply follows the forcing, i.e., \( q_0(t) = g(t) \). Higher-order terms are easily constructed, for example by repeated integration-by-parts of the variations-of-constant formula (see, e.g., [36]) or, as sketched below, by direct expansion. The latter approach is equivalent but generalizes more easily to systems and nonlinear equations.

Let us write \( p = \varepsilon \dot{q}, \) \( v = (q,p) \), \( g = (0,g) \), and \( J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \).

Then (1) takes the form

\[
\varepsilon \dot{v} + Jv = g.
\]

Seeking a slow solution, a solution that is slaved to \( g \) to order \( \varepsilon^N \),

\[
v_N^{\text{slow}} = \sum_{n=0}^{N} \varepsilon^n v_n(g)
\]

and writing \( v_N^{\text{fast}} = v - v_N^{\text{slow}} \), we find, by direct computation, that

\[
\dot{v}_N^{\text{fast}} = -\frac{1}{\varepsilon} Jv_N^{\text{fast}} + \frac{1}{\varepsilon} [g - Jv_0(g)] - \sum_{n=0}^{N-1} \varepsilon^n \left[ Jv_{n+1}(g) + Dv_n(g) \dot{g} \right] + O(\varepsilon^N),
\]

where \( D \) denotes the total derivative. As the first term is skew, it does not change the fast energy

\[
E_N^{\text{fast}} = \|v_N^{\text{fast}}\|^2.
\]

Overall, the fast energy remains invariant to \( O(\varepsilon^N) \) when the intermediate terms in (5) drop out, which is the case when

\[
v_n = -J^{n+1} \frac{q^n g}{d^n} \]

for \( n = 0, \ldots, N \). Thus, unless \( g \) is entire, the series (4) does not converge as \( N \to \infty \). Indeed, when \( g \) is analytic on the strip \( |\text{Im } t| < r \), we have the Cauchy estimate

\[
|g^{(n)}(t)| \leq M \frac{n!}{r^n} \lesssim \sqrt{n} \left( \frac{n}{rC} \right)^n \quad \text{with} \quad M = \sup_{|\text{Im } z| < r} |g(z)|,
\]

the second bound due to Stirling’s approximation. When \( g \) has poles, this bound is essentially sharp, so that an optimal truncation of the series is achieved by choosing \( N \sim r/\varepsilon \), and

\[
\varepsilon^N |g^{(N)}(t)| \lesssim \frac{1}{\sqrt{\varepsilon}} e^{-\frac{r}{\varepsilon}}.
\]

As we shall compute in the next section, and already noted in [36], the remainder of the series is larger, by a factor of \( \sqrt{\varepsilon} \), than bound (9) on the last included term,
but is still exponentially small. We also see that the influence of the remainder on the evolution of the fast energy is strongest when $t$ is closest to a complex-time singularity of $g$, which is the time when the bounds above saturate. A careful analysis is given in the next section.

3. Matched asymptotics

Let us first assume that $g(t)$ has a single pair of simple poles, i.e.

$$g(t) = \frac{a}{t-t_*} + \text{entire} + \text{c.c.} \quad (10)$$

where the entire remainder gives rise to a converging slow expansion, thus does not contribute to the excitation of fast motion, and there is a complex conjugate contribution since $g$ is assumed to be real-valued. To begin, we neglect all but the first term on the right of (10).

Away from the pole at $t = t_*$, the solution to (1) can be approximated by a superposition of the general solution to the harmonic oscillator and the leading order of the slow expansion, i.e.,

$$q(t) = A e^{it/\varepsilon} + B e^{-it/\varepsilon} + \frac{a}{t-t_*} + O(\varepsilon) \quad (11)$$

for constants $A$ and $B$ to be determined later.

Near $t = t_*$, this outer solution breaks down. A solution in the inner region is obtained by introducing scaled variables

$$\tau = \frac{t-t_*}{\varepsilon} \quad \text{and} \quad \phi(\tau) = \frac{\varepsilon q(t)}{a}, \quad (12)$$

so that (1) reads

$$\phi'' + \phi = \frac{1}{\tau}, \quad (13)$$

where the superscript prime denotes differentiation with respect to $\tau$. A formal solution is given by

$$\phi(\tau) = \frac{1}{2i} \left[ e^{-i\tau} E_1(-i\tau) - e^{i\tau} E_1(i\tau) \right] \quad (14)$$

where

$$E_1(z) = \int_{\infty}^{z} e^{-t} \frac{dt}{t} \quad (15)$$

is known as the exponential integral, as can be verified by direct computation. This solution is valid in any region of the complex plane where the right-hand side of (14) is analytic. Since $E_1$ has a logarithmic singularity at the origin, we need to make an appropriate choice of the associated branch cut. Assuming, without loss of generality, that $\text{Im} t_* > 0$, we wish to obtain a solution that is valid in the half plane $\{\text{Im} \tau < 0\}$. Placing the branch cut of $E_1(z)$ onto the negative imaginary axis and working in the right half plane $\text{Re} z > 0$, we observe that the argument of the second exponential integral in (14) is always in the required half-plane. When $\tau = x - 0i$ with $x < 0$, the argument of the first exponential integral is away from the branch cut, so can be moved into the right half plane by continuity. As $E_1(z) \sim e^{-z}/z$ for $|\text{arg}(z)| < \frac{\pi}{2}$ as $|z| \to \infty$ [1, equation 5.1.51], this implies $E_1(i\tau) \sim e^{-i\tau}/(i\tau)$ and $E_1(-i\tau) \sim e^{i\tau}/(-i\tau)$, so that

$$\phi(\tau) \sim \frac{1}{\tau} \quad \text{for} \ \tau < 0. \quad (16)$$
When \( \tau = x - 0i \) with \( x < 0 \), the argument of the first exponential integral, \( z = -i\tau \), crosses over into the left half plane along the branch cut, and we need to use the identity

\[
E_1(-i(\tau - 0i)) = E_1(-i\tau + 0) + 2\pi i.
\]  

(17)

Then \( E_1(-i\tau) \sim e^{i\tau}/(-i\tau) + 2\pi i \) and \( E_1(i\tau) \sim e^{-i\tau}/(i\tau) \), so that

\[
\phi(\tau) = \frac{1}{\tau} + \pi e^{-i\tau} \text{ for } \tau > 0.
\]

(18)

Matching the inner expansions (16) and (18) with the outer expansion (11) in an intermediate asymptotic regime gives \( A = B = 0 \) for \( \text{Re } t \ll 0 \), resp. \( A = 0 \) (consistent with the expectation that there are no exponentially large terms) and

\[
B = \frac{\pi a}{\varepsilon} e^{i\tau^*/\varepsilon}
\]

(19)

for \( \text{Re } t \gg 0 \). Taking into account the contribution from the complex conjugate pole at \( \bar{t}^* \), we see that, as \( t \) crosses the “Stokes line” between the two poles, the oscillatory contribution

\[
q_{\text{fast}} \sim \frac{2\pi}{\varepsilon} \text{Re} [a e^{i(t^*-t^*)/\varepsilon}] \]

(20)

as \( \varepsilon \to 0 \) is “switched on”, here again with the convention that \( \text{Im } t^* > 0 \) so that the fast contribution is exponentially small in \( \varepsilon \).

This expression agrees with that of Vanneste [36, equation 3.6], who performed a careful analytic and numerical study on a single such emission event and found that the predicted asymptotic connection amplitude is in very good agreement with numerics, even for moderately small values of \( \varepsilon \). He also demonstrated that the growth of fast amplitude in the inner region follows the profile of an error function. Here, however, we are not interested in the local details of a single emission event, but rather look for the cumulative effect of many events. Seen from the long time scale, each event contributes a discrete jump to the fast energy.

Let us thus assume that \( g(t) \) has \( m \) pairs of complex conjugate simple poles with residues \( a_i \) and locations \( t_i \) with the convention that \( \text{Im } t_i > 0 \), for \( i = 1, \ldots, m \), as well as their complex conjugate residues and locations. Identifying the amplitude of the vector \( \mathbf{v}_{\text{fast}} = (q_{\text{fast}}, p_{\text{fast}}) \) with a point in the complex plane, (20) shows that each pair of complex conjugate poles contribute a complex connection amplitude

\[
B_i = \frac{2\pi}{\varepsilon} a_i e^{i\tau_i}/\varepsilon.
\]

(21)

The overall complex amplitude after crossing \( m \) Stokes lines is given by linear superposition, i.e.,

\[
B(m) = \sum_{i=1}^{m} B_i.
\]

(22)

Thus, the dynamics of the fast amplitude can be described as a discrete walk in the complex plane, each step exponentially small in \( \varepsilon \) and linked to the complex-time poles of \( g \) via (21). In the following, we are interested in the long-time asymptotics as \( m \to \infty \).
Figure 1. Fast oscillator driven by the Lorenz system in the chaotic regime with standard parameters $b = \frac{8}{3}$, $r = 28$, and $\sigma = 10$. We take $\varepsilon = 0.01$ and diagnose to order $N = 16$.

Figure 2. Fast oscillator driven by the Lorenz system in the periodic regime, here point A1 of [10] where $b = \frac{8}{3}$, $\gamma = 402$, and $\sigma = 302$. We take $\varepsilon = 0.001$ and diagnose to order $N = 11$.

4. Periodic vs. Chaotic Forcing

We employ the Lorenz 1963 model [21] as a driver for the forced oscillator equation (1). Originally derived by truncating the equations for Rayleigh–Bénard convection to lowest harmonics, the system is now a standard test case for concepts involving low-dimensional chaos. It reads

$$\dot{x} = \sigma(y - x),$$
$$\dot{y} = rx - y - xz,$$
$$\dot{z} = xy - \frac{8}{3}z.$$

In our context, the singularity structure of solutions on the attractor is crucial. Foias et al. [12] have shown that the attractor has an uniform radius of real analyticity, i.e., the singularities remain bounded away from the real time axis. A formal
power count shows that if there are poles, they should be expected to be simple in $x$ and of second order in $y$ and $z$. Viswanath and Şahutoğlu [39] show that there are indeed solutions of this type, albeit with corrections given by logarithmic psi-series (“quasi-poles”). It remains open whether all singularities are locally of this type. Webb [41] has shown that the singularity structure of solutions to the Lorenz equations can be approximated via rational interpolation. Moreover, he found that the singularities are located close to the time at which the $z$-component has a local maximum. Thus, even though the Lorenz system is not known to strictly fit into the framework laid out in Section 3, its singularity structure appears to be close enough to make it an interesting test case.

We choose to drive the oscillator with the $z$-component of the Lorenz system, i.e. $g(t) = z(t)$. We first initialize the Lorenz system arbitrarily and run forward in time until the orbit is practically on the attractor. Then we initialize the oscillator in an optimally slow state via expression (4). Its coefficients (7) are computed via repeated analytic differentiation of the Lorenz equations, a task that is easily performed by computer algebra. The optimal order truncation $N$ was determined empirically. The coupled system is then evolved forward in time.

As diagnostics, we plot the fast energy as given by (6). It shows clear jumps which, as we shall see later, are associated with complex-time singularities of $z(t)$. We also plot a Poincaré section of the orbit of $v_{\text{fast}}^N$ which is obtained by sampling $v_{\text{fast}}^N(t)$ at integer multiples of the fast period. For the standard values of the Lorenz parameters where the motion on the attractor is chaotic, the samples of the phase point are performing a pseudo-random walk in the fast phase space, see Fig. 1. The same situation, but for a much longer time interval, is shown in Fig. ??, where it is evident that the fast energy, on average, is growing in time.

When the parameters for the Lorenz system are changed so that the attractor is a single periodic orbit, the fast phase point follows a quasi-periodic motion and the fast energy remains bounded (Fig. 2).

This dichotomy is reminiscent of the “0–1 test for chaos” of Gottwald and Melbourne [15, 17]. The test asks whether a given, for simplicity infinite, scalar time series $g_n$ is “regular” or “chaotic”. The time series is used to drive the discrete-time dynamical system

$$p_{n+1} = p_n + g_n \cos(cn), \quad g_{n+1} = g_n + g_n \sin(cn), \quad (24a)$$

for some fixed frequency parameter $c$. From there, one computes the mean square displacement

$$\text{MSD}(n) = \lim_{N \to \infty} \frac{1}{N} \sum_{j=1}^{N} |p_{j+n} - p_j|^2 + |q_{j+n} - q_j|^2. \quad (25)$$

Under mild assumptions, the asymptotic growth rate exists and generically takes one of two values:

$$K = \lim_{n \to \infty} \frac{\log \text{MSD}(n)}{\log n} = \begin{cases} 0 & \text{iff } g_n \text{ regular,} \\ 1 & \text{iff } g_n \text{ chaotic}. \end{cases} \quad (26)$$

In the exceptional case when $g_n$ is periodic and the frequency $c$ is resonant, secular growth, corresponding to a quadratic increase of the mean square displacement is possible. A rigorous justification of this behavior is given in [16].
Here, we note that the 0–1 test is actually a discrete version of the driven harmonic oscillator: Writing (1) in co-rotating coordinates and discretizing with the explicit Euler scheme of unit step size gives (24).

5. Numerical detection of poles: The AAA algorithm

To link the behavior seen in the previous section with the singularity structure of the forcing function \(g\), we need to continue the numerical solution, which is known only for a discrete set of real \(t\), into the complex plane. The problem of analytic continuation is ill posed (see, e.g., [32]), but can be stabilized by implicit or explicit regularization. One such algorithm is the Adaptive Antoulas–Anderson (AAA) method, first introduced by Nakatsukasa et al. [24] and found to perform extremely well for the problem of analytic continuation [33]. Even though a complete theoretical analysis remains open, the observed excellent performance makes it the algorithm of choice for our purposes.

The starting point for the AAA algorithm is the barycentric rational interpolation formula [29, 30] for function values \(f_1, \ldots, f_m\) given on support points \(z_1, \ldots, z_m\),

\[
    r(z) = \frac{n(z)}{d(z)} = \sum_{k=1}^{m} w_k f(z_k) / \sum_{k=1}^{m} w_k \frac{z - z_k}{z - z_k}. \tag{27}
\]

The weights \(w_1, \ldots, w_m\) are arbitrary at this point, but non-zero. Continuously extending the function at the support points, we see that \(r(z_k) = f_k\) for \(k = 1, \ldots, m\). The poles of \(r\) lie elsewhere; they can be computed efficiently by solving a generalized eigenvalue problem [20, 24]. The barycentric interpolation formula has excellent numerical stability. However, the global behavior of the interpolant, in particular the singular set, depend greatly on the choice of the weights and may be very unstable as a function of the data.

There are various strategies for choosing the weights [4, 5, 11]. In particular, Antoulas and Anderson [3] proposed to consider the rational approximation problem for sample points \(\Gamma = \{z_1, \ldots, z_M\}\) with sample values \(f_1, \ldots, f_M\) and select a subset \(\Gamma_m \subset \Gamma\) with \(m \ll M\) as support points on which the barycentric formula interpolates, then optimize the weights by solving the least-squares problem

\[
    \text{minimize } \|fd - n\|_{\Gamma \setminus \Gamma_m} \text{ subject to } \|w\|_m = 1, \tag{28}
\]

where \(\cdot\|_{\Gamma \setminus \Gamma_m}\) is the discrete 2-norm on the set of sample points which are not interpolation support points and \(\cdot\|_m\) is the discrete 2-norm on \(m\)-vectors. This problem can be solved efficiently by singular value decomposition. However, the question remains how large \(m\) should be and how to choose the set \(\Gamma_m\).

AAA uses a greedy selection procedure: start with a minimal set of support points \(\Gamma_m\), solve the optimization problem, and check if the overall approximation error is acceptable. If it is not, pick the sample point with the largest pointwise error, add it to \(\Gamma_m\), and repeat. This procedure typically converges very fast, e.g. root-exponentially even for functions with branch points [34].

Fig. 3 shows an approximation to the location of the poles of the function \(g(t) = \text{sech}(t)\), which is the standard example in [36], using the AAA algorithm on 50 equidistant real sample points in the interval \([-15, 15]\) with the restriction \(m \leq m_{\max} = 9\). The colored background indicates the modulus of the true function, crosses indicate the estimated locations of the poles. The pair of poles closest to the real axis is reproduced with good accuracy, the location of the second pair is
Figure 3. AAA-estimate of the location of the poles of $\text{sech}(t)$.

Figure 4. Approximation of the singularities of the Lorenz system via AAA rational approximation with $M = 1000$ sample points in the interval $[0, 7]$ (top), the corresponding evolution of fast energy of the forced oscillator with $\varepsilon = 0.01$ (middle), and the $z$-component of the Lorenz system driving the oscillator (bottom).
already slightly inaccurate, and further out, the estimates are completely off. The figure also shows that AAA does not impose any symmetries on the results, even when the data has an axis of symmetry.

For our purposes, this behavior is perfectly acceptable, as it is only the poles close to the real axis that matter. To put some numbers on this statement: on the $g(t) = \text{sech}(t)$ test case with $\varepsilon = \frac{1}{4}$, certainly not a very small number, the asymptotic formula (21) applied with the exact values for the two innermost pairs of poles coincides with an estimate by direct numerical simulation, where the fast energy is diagnosed to order $N = 15$, up to a relative error of 0.00003%. Using only the innermost pair of poles, accuracy drops to 0.0004%. Replacing exact pole locations and residues with a AAA estimate based on 50 sample points, accuracy is “only” 0.001%; in this setting, using more than one pair of AAA poles will not help. Increasing the number of sample points given to the AAA algorithm from 50 to 100, accuracy improves to 0.0002%, apparently compensating some of the error of the connection formula. In this case, even though in this case the contribution from the second pole is fairly accurate, it does not help to improve the error, but neither does it hurt to include these contributions or even include the contributions from all further AAA poles.

One concern when using AAA is the possible emergence of spurious poles with a residue of order machine precision or poles so close together that they almost cancel each other out, which are called Froissart doublets [24]. These poles do not matter here as they do not contribute substantially to the connection amplitude (21) when the contributions of all poles are summed up. However, as we shall see later, when breaking up the forcing function into smaller pieces, the AAA approximation may produce poles that are close to the real axis, but outside of the sampling interval. These poles must be removed, for else they will contribute large spurious connection amplitudes.

For the Lorenz model, the singularity structure is conjectured to consist of complex conjugate pairs of branch points [39, 41]. The AAA approximation, on the other hand, will always construct a sequence of poles, as can be seen in Fig. 4 (upper panel). Here, the discrete pole with the largest residue is located close to the presumed branch point, with further poles of smaller residue further out in the complex plane, indicating the possible location of a branch cut. Here, we have used the AAA algorithm on the entire time interval without restricting the number of interpolation nodes. The approximation is also done separately on the different components of the model, as in [41], which leads to different locations of the poles, especially those further out in the complex plane, even though the location of singularities must be the same in all three components. In principle, this could be enforced by performing the optimization problem (28) simultaneously on the entire solution vector. In Section 6, however, we go a different route: we will use AAA approximation only on the $z$-component, cut the solution into small chunks, and put a hard limit on the number of poles.

Fig. 4 also shows the agreement with the horizontal location of the poles and the jumps in the fast energy of the forced oscillator (middle) and the correlation with the maxima of $z$ (bottom).

We recall that, according to (22), the complex amplitude of the generated oscillation performs a discrete pseudo-random walk in the complex plane, with a step
when a new Stokes line is crossed. Thus, the modulus of the fast amplitude increases maximally when the phase of the new connection amplitude is aligned with the current phase of the fast amplitude, it decreases maximally when the phases are anti-aligned but can do anything in between depending on the difference in phase. This is clearly visible in Fig. 4 where the big jumps require a pole relatively close to the real axis, but not every pole that is close to the real axis contributes a big jump.

In a chaotic regime, pseudo-randomness of the continuous-time trajectories implies pseudo-randomness of the (discrete) sequence of singularities. Thus, we can use the AAA approximation of a Lorenz trajectory as a generator of either a pseudo-random or quasi-periodic sequence of complex conjugate pairs of poles.

6. Deterministic surrogate model

We now seek to replace the 5-dimensional dynamical system consisting of the Lorenz equations and the driven oscillator by a simpler one where only the slow dynamics are maintained as an ODE and the evolution of the fast amplitude is computed via the cumulative connection amplitude (22), where the terms are computed from the approximate discrete set of singularities of the $z$-component of the Lorenz system. The surrogate system is simpler not only because continuous-time dynamics is only three-dimensional but also, in particular, because it evolves only on the slow time scale. To solve the coupled 5-dimensional system, off-the-shelf time-stepping schemes would require time steps on the order of the fast period. This is prohibitive when $\varepsilon$ is small. Of course, for this simple problem, there are various exponential time-stepping strategies that could maintain a time step uniform in $\varepsilon$. However, these need to be problem-adapted and do not generalize well.

Since we know that the singularities of the Lorenz system occur near the maxima of $z$ and nowhere else, we can construct the surrogate model as follows.

(i) Take a (slow) numerical solution of the Lorenz model,
(ii) cut the discrete time series of the $z$-variable into pieces contained in intervals $[t_{k,\text{start}}, t_{k,\text{end}}]$ conditioned on the bound $z(t) \geq z_*$,
(iii) feed the time series from each piece into the AAA algorithm limited to order $m \leq m_{\text{max}}$ to obtain a list of poles and residues for each interval,
(iv) remove spurious poles, defined as poles whose real part lies outside of the interpolation interval $[t_{k,\text{start}}, t_{k,\text{end}}]$,
(v) compute the local complex connection amplitude

$$B_k = \frac{2\pi}{\varepsilon} \sum_{(a, z) \in \mathcal{P}} a e^{iz/\varepsilon},$$

where $\mathcal{P}$ denotes the set of tuples $(a, z)$ that characterize the remaining set of complex-conjugate pairs of poles, with $a$ denoting the residue and $z$ the location of the member of the pair that has $\text{Im} z > 0$.

The global evolution of the fast amplitude is finally given by the cumulative connection formula (22).

To check whether the approximation of the change in fast amplitude via the local connection formula (29) is accurate, we first perform a pre-test in which we compare each $B_k$ with a direct numerical solution as follows: We initialize the coupled model in a balanced state at each $t_{k,\text{start}}$ via (4), evolve forward in time, and diagnose the fast amplitude as the square root of the fast energy (6) at $t_{k,\text{end}}$. Fig. 5 shows the
resulting distribution of the relative error, where positive values indicate that the fast amplitude from direct numerical simulation is larger than $B_k$, and vice versa. The distribution is highly peaked within a band of about 0.5%, but has a longer tail toward positive values. Thus, errors are small but far from negligible, with a non-zero mean.

We then let both models evolve freely. Fig. 6 compares the direct numerical simulation to the surrogate model, showing remarkably good agreement over a large number of events. To explain how this is possible, we first note that the coupled model and the surrogate model use the identical numerical trajectory for the Lorenz
subsystem. Thus, the rapid exponential divergence of Lorenz trajectories is not at play here. However, if we were using even slightly different numerical settings for the two cases, we would see entirely different trajectories on the time scale shown.

Perhaps more surprising is the fact that when both models evolve freely, the agreement is much better than the amplitude error statistics shown in Fig. 5 would suggest. One reason is the following: When $B(k)$ is nonzero for some $k$, the effect of adding the next complex jump amplitude $B_{k+1}$ to the current fast amplitude $B(k)$ depends on the relative phase between the two. Due to the scale separation, this relative phase is essentially random and uniformly distributed, so that the effect of the error in $B_{k+1}$ on the new amplitude $|B(k+1)|$ is distributed nearly symmetrically about 0 when $|B(k)| \gg |B_{k+1}|$. Thus, the error in $B(k)$ can be considered as a random walk on top of the pseudo-random walk $B(k)$, thus grows like $\sqrt{k}$ in expectation, not like $k$ as could be expected naively. However, even this explanation does not fully account for the remarkable long-time accuracy of the surrogate model. Numerically, we observe a strong remnant temporal correlation of the surrogate model error across neighboring jump events. The precise mechanism remains an open question.

As a key statistical measure we compute, inspired by the “0–1 test” described in Section 4, the finite-time mean square displacement

$$\text{MSD}(n) = \sum_{j=1}^{N} \frac{|p_{j+n} - p_j|^2 + |q_{j+n} - q_j|^2}{N},$$

with $p_j = \dot{\xi}_{\text{fast}}(t_{\text{end}}^j)$ and $q_j = q_{\text{fast}}(t_{\text{end}}^j)$, where $N$ is the number of $z$-excursions as separated out in Step (ii) above. As suggested in [17], we restrict to $n \leq N/10$; for larger values of $n$, the finite-time mean-square displacement will deviate significantly from its time-asymptotic value.

In a parameter regime where the Lorenz dynamics is periodic, the resulting fast amplitude is quasi-periodic, both for the full system and for the surrogate system (Fig. 7). Moreover, the MSD remains bounded, as expected from the “0–1 test”, with only minor quantitative differences between the two models.

**Figure 7.** Comparison between the full model with the surrogate model in the periodic regime.
7. Stochastic surrogate model

Even though we have seen that the reconstruction of the full complex connection amplitude, including phase information, is remarkably successful, it may be too much to ask for from a modeling perspective. An $O(\varepsilon)$ perturbation to the state of the Lorenz system will cause an $O(1)$ change in phase for the connection amplitude already from one Stokes line event to the next. Thus, regarding the ability of the model to predict the future, the phase may be considered effectively random.

In the present setting, we can easily modify the connection formula by adding an independently uniformly distributed random phase to each term in the cumulative connection formula, defining

$$B_{\text{rand}}(m) = \sum_{i=1}^{m} B_i e^{i\alpha_k} \quad \text{with} \quad \alpha \sim U_{[0,2\pi]}.$$  

Within the formula for the local connection amplitude (29), the phase must be kept coherent, as the set of local poles is merely an approximation to a single pair of branch points.
This stochastic surrogate model, of course, does not follow the development of the fast amplitude path-wise, but also has a linear growth of mean-square displacement in the chaotic regime, with approximately the same slope (Fig. 8). When the phase of the connection amplitude is randomized with periodic driving, the behavior of fast energy is statistically that of the fast energy in the chaotic driving regime (Fig. 9).

8. Discussion

We have shown that the discrete structure of singularities in complex time of the forcing function suffices to describe the level of energy in a forced fast harmonic oscillator, locally with good accuracy and excellent long-time behavior due to the fact that local errors partially cancel over a long time scale. Thus, a discrete surrogate model that takes the singularity structure of the forcing function as input suffices to represent the evolution of fast energy with high accuracy.

The distance on the real axis between poles, linked to the relative phase of the contribution to the fast energy of each pole dictates whether or not an upcoming pole will contribute constructively or destructively. While this phase is uniformly distributed, for finite scale separation even a chaotic forcing signal has enough remnant phase correlations that they are visible in the long-time statistics of the evolution of the fast energy. Thus, complete randomization of the phase will underestimate the mean square displacement of the fast amplitude (or energy).

We further observed that the long-time behavior of the fast energy of a forced harmonic oscillator can be used to detect whether the forcing signal is chaotic or not, in complete analogy with the “0–1 test for chaos” [15, 17]. More generally, this work gives an example of how even exponentially small phenomena can accrue significant contributions over a large number of events, which means that they may not be negligible and must be modeled.

So far, we have explored one of the simplest possible settings. We believe that it will be easy to extend these ideas to related low-dimensional systems where a connection formula is known, such as those considered in [35, 36, 38]. Alternative approaches for low-dimensional models based on machine learning have, e.g., been developed in [7].

More challenging is the extension to the geophysical balance problem where the setting is infinite-dimensional and where it is not even clear whether global linear wave and vortical modes are the right basis in which to describe the problem. Nonetheless, we conjecture that the linear growth of the mean square displacement of fast oscillation amplitudes seen here generalizes to the linear growth of mean square displacement of inertial gravity wave amplitudes in geophysical flows forced by turbulent eddy fields. This type of “spontaneous generation” of waves may therefore provide a non-negligible contribution to the energy cycle worth further study.
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